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ABSTRACT
Objectives: Applying machine-learning methodology to clinical data could present a promising avenue 
for predicting outcomes in patients receiving treatment for psychiatric disorders. However, preserving 
privacy when working with patient data remains a critical concern.
Methods: In showcasing how machine-learning can be used to build a clinically relevant prediction 
model on clinical data, we apply two commonly used machine-learning algorithms (Random Forest and 
least absolute shrinkage and selection operator) to routine outcome monitoring data collected from 
593 patients with eating disorders to predict absence of reliable improvement 12 months after entering 
outpatient treatment.
Results: An RF model trained on data collected at baseline and after three months made 31.3% fewer 
errors in predicting lack of reliable improvement at 12 months, in comparison with chance. Adding data 
from a six-month follow-up resulted in only marginal improvements to accuracy.
Conclusion: We were able to build and validate a model that could aid clinicians and researchers in 
more accurately predicting treatment response in patients with EDs. We also demonstrated how this 
could be done without compromising privacy. ML presents a promising approach to developing 
accurate prediction models for psychiatric disorders such as ED.
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1. Introduction

There is a need for more reliable, accurate and clinically validated 
prediction models in psychiatry [1,2]. In short, the overreliance on 
theory-driven approaches with the purpose of between-group 
inference at the level of specific predictors (i.e. a coefficient for 
independent variables in a regression analysis) might have 
expanded our theoretical understanding of psychiatric disorders, 
but found only limited applicability in clinical practice [3,4]. An 
alternative to prediction models built for inference, are models 
built for accuracy [5,6]. In contrast to theory-driven inference 
models, in which a hypothesis is tested and evaluated based 
on stringent statistical procedures, a model built for accuracy is 
typically data-driven, taking whatever relevant input is available, 
and ultimately assessed how well it performs in identifying or 
predicting whatever it was intended to identify or predict [7]. 
With increasing access to both rich patient data and powerful 
computers, such models can take immense quantities of data as 
input and use it to make low-cost, accurate and clinically useful 
predictions at the level of the individual patient.

For such purposes, the application of machine learning 
(ML) techniques has become increasingly popular [8], also for 
psychiatric research [9–11]. In a broad sense, ML is the study of 

tools and methods for identifying patterns in data, which can 
then help us make predictions about the future [12]. ML draws 
on concepts from various fields including statistics, computer 
science, and optimization, and is best conceptualized as an 
approach to data analysis – rather than merely a set of (sta-
tistical or computerized) tools. A central difference between 
ML and more traditional statistical procedures is that in a ML 
(or data-driven) approach, one starts with the data which 
outputs a model that can then be applied to new data, 
whereas in a traditional (theory-driven) approach one starts 
with the model assumptions that constitute the output [12].

1.1. Making clinical predictions in patients with eating 
disorders

ED are a considerable source of ill-health, poor quality of life and 
premature death [13,14]. A common and complicating feature of 
ED is that many patients, even after receiving best available 
treatment, do not display clinically meaningful improvement or 
remission [15–18]. Assuming that knowledge about likely treat-
ment outcome could further augment a best-informed basis for 
considering potential adaptations to patients’ treatment regime – 
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it might be useful to identify likely treatment outcome as early as 
possible in the treatment course [19,20].

While to the best of our knowledge, longitudinal treatment 
non-response has not yet been modeled explicitly, several ML- 
based models have been developed to predict other clinical 
outcomes in patients with ED [21]. In one recent study, Haynos 
et al. [22] demonstrated how ML, in combination with patient 
report and interview data, could be used to longitudinally 
predict eating disorder symptomatology. In another, Espel- 
Huynh et al. [23] were able to predict short-term treatment 
response trajectories for a large sample of patients with ED 
based on clinical self-report data. Especially the latter study 
indicates a promising prelude to more advanced and complex 
models that are able to predict over a longer time period and 
in a population with relatively high symptomatology. Hence, it 
is hypothesized that ML is able to more quickly identify ED 
patients who are unlikely to respond to a standard course of 
treatment.

In both these studies, the authors were able to develop 
clinically relevant and potentially useful prediction models. 
However, the transferability of these and other ML models to 
other patients might be limited. For instance, models devel-
oped in highly specific patient populations or treatment regi-
mens might not generalize well to other settings. Moreover, 
the amount, or type of information that constitute the input 
for many of these models might be so extensive or particular 
that their application outside the original context is not 
feasible.

1.2. Patient privacy and synthetic data

Assuming that most clinicians and researchers looking to 
develop their own prediction models might be unfamiliar 
with ML principles and how to apply them, this article will 
demonstrate how a clinician with access to clinical data, but 
with limited experience with programming and ML, can colla-
borate with colleagues from the disciplines of modeling and 
data science to develop a clinically useful prediction model. As 
this process will necessarily involve the sharing of patient data, 
we will also have to contend with the practical and ethical 
concerns of using sensitive and confidential data [24]. While 
privacy is a critical issue with all patient data, large datasets 
comprised of potentially large numbers of identifiable patient 
features (such as the batteries of psychometric questionnaires 
often adopted in ROM) might engender an even higher cause 
for concern and should be handled with the utmost care.

A promising approach for working with sensitive data while 
respecting privacy is the use of simulated or synthetic data 
[25]. Synthetic data aims to generate new, anonymous data 
from an original dataset while retaining the underlying asso-
ciations between variables. As such, synthetic data can be 
used for purposes like data sharing, data exploration and 
secondary analysis [26,27] while reducing the risk of identity 
disclosure to near zero [28]. Applying ML to clinical data, while 
minimizing the risks of compromising privacy by using syn-
thetic data, could represent a viable avenue for research in 
clinical samples such as patients with ED.

The goal of this study is to provide a showcase for how to 
adapt the typical prediction modeling process in the case of 

working with privacy-sensitive data using data from patients 
with eating disorders (ED). The present study demonstrates 
this by facilitating a pragmatic, step-wise ML scheme, in which 
we use anonymized, routinely collected patient-reported data 
from three different time points to predict the absence of 
reliable improvement in ED psychopathology 12 months 
after entering clinical treatment. The process is considered 
pragmatic in the sense that it will allow a primary ED 
researcher or clinician with access to clinical data, regardless 
of previous experience with ML or programming software, to – 
in tandem with a researcher trained in ML – train and validate 
a clinically useful ML prediction model without having to 
share any sensitive data.

2. Patients and methods

2.1. Data-analytic strategy

This study employed a ML (or data-driven) approach in which 
the dataset was split into a training set, which is used to 
develop the best model given the observations in this subset, 
and a test set, which is used to determine the performance of 
the trained models on unseen data (i.e. to validate the trained 
models as a large discrepancy in model performance between 
the training and test set could be an indication of overfitting 
of the model). The process of data preparation, model training 
and model validation is illustrated in Figure 1. Beginning in the 
stage of data preparation, the clinician shared with the 
researcher an overview of the variables included in the origi-
nal clinical data, together with a description of which variables 
could be candidates for inclusion in a prediction model.

Using this information, and working in the programming 
software R the researcher then prepared a coding script for (1) 
recoding and restructuring the original data, (2) randomly 
splitting the original data into a training set (70%) and a test 
set (30%), (3) creating an anonymized (synthetic) copy of the 
original training set which still maintained the correlation 
structure of the data using the R package synthpop [26] (4) 
further ensuring confidentiality by removing any chance repli-
cation in the synthetic dataset of data combinations similar to 
those in the actual dataset (this was done using a built-in 
option in the synthpop package that does not require anyone 
to actually inspect the data), and (5) creating a visual output 
summary detailing the variable means and distributions of the 
anonymized training data in comparison with the actual train-
ing data. The clinician then applied this script to the original 
data, producing three separate datasets: a training set to be 
used for further model training using the original data, 
a synthetic copy of the training set (anonymized training 
data) to be forwarded to the researcher for further model 
training using synthetic data, and a test set to be kept unseen 
until the validation stage at the very end of the data-analytic 
process.

Before forwarding the anonymized (synthetic) training data 
to the researcher, its relative comparability to the original data 
was assessed by the clinician via inspection of the visual out-
put summary (see (5) above). The purpose of this step was to 
establish some level of face validity of the synthetic data, and 
the analysis was continued only if the clinician (who in this 
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case would be the best judge of the representativeness of the 
synthetic data) found the synthetic data to be a representative 
copy of the actual data. A more formal evaluation of the 
quality of synthetic data (relative to the actual data) would 
then come from comparing the results from the ML models 
built on either synthetic or actual data after having been 
applied to the test set.

The second stage, model training, involved the researcher 
using the anonymized training data and the R package caret 
[29], to train ML models and estimate their predictive perfor-
mance with 10-fold cross-validation (for a further description 
of this process and its comparison to other validation strate-
gies, see James et al., [30]). Models were trained to maximize 
positive predictive value (PPV: the probability that a patient 

identified as unlikely to improve at 12 months was correctly 
classified). The decision to use PPV as a performance metric 
was based on the clinical rationale that it was deemed more 
valuable to be certain about a predicted positive than about 
a predicted negative. Missing values were imputed with the 
median for continuous variables and classified as level 
‘unknown’ for categorical variables.

In order to estimate the contribution of different strategies 
for model training and data inclusion, several models were 
built and compared for performance. Models were trained on 
either baseline data alone (baseline model), with the addition 
of data collected at three-months (three-month model) or with 
the addition of data collected at both three-months and six- 
months (six-month model). The baseline, three-month and six- 

Figure 1. Illustration detailing the process of data preparation, model training and model validation when working with sensitive and synthetic data
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month models were also trained using two different ML tech-
niques – resulting in six different models (3 × 2), which in turn 
were run on both the synthetic and the actual data.

While there are many modeling techniques applicable to 
ML [30], the techniques applied and compared for the purpose 
of this study were the least absolute shrinkage and selection 
operator (lasso) regression and random forest (RF). Lasso 
regression is a more robust alternative to ordinary least 
squares regression. By adding a penalty term that eventually 
reduces all coefficients to zero, lasso comes with a built-in 
feature elimination component which reduces complexity 
and therefore produces models that are less sensitive to over-
fitting and multicollinearity, and more interpretable compared 
to more complex modeling techniques, like RF [30,31].

RF is a tree-based ensemble technique – essentially a large 
collection of decision tree classifiers where each tree casts 
a vote for one of the two classes [32]. Unlike more rudimentary 
decision-tree techniques, where at each split all predictors are 
considered, trees in a random forest consider only a random 
subset – which reduces the dominance of some highly pre-
dictive variables in the model, thereby reducing correlation 
between the trees, and leading to a more generalizable model 
[30]. Our decision to include RF in our analysis is based on it 
being a relatively well-established and popular method in the 
field of predictive modeling.

Once the model code was developed and successfully run 
on the synthetic data, the coding script was sent to the 
clinician to be applied to the actual data training set. For the 
validation stage we first compared performance and the dif-
ferent model outputs from cross-validation. The best perform-
ing models, developed on both the synthetic and on the 
actual data, were eventually validated on the test set - which 
until this point had remained unseen both to the clinician and 
the researcher.

This strategy of ultimately validating and estimating model 
performance on a randomly selected hold-out test set 
(‘unseen’ by the trained model) would approximate the 
model performance on new data [3,4]. In this context, the 
performance on the test set of the models trained on the 
actual training data would measure the value of applying 
these models to make clinical predictions. The relative perfor-
mance of the models trained on the synthetic data, when 
compared to those trained on the actual data, would provide 
a further measure of the representativeness, or specific utility, 
of the synthetic data.

2.2. Participants and procedure

The input for this model was ROM data collected from patients 
with ED receiving treatment at a specialized treatment center 
(Human Concern, center for EDs) in the Netherlands. Data was 
collected between March 2015 and August 2020. Inclusion 
criteria were as follows: 1) having a primary DSM-5 ED diag-
nosis at intake, 2) being 17 years or older, 3) being able to 
understand and fill in the questionnaires, and 4) consent to 
having their data used for research purposes. Exclusion criteria 
for treatment were as follows: 1) not being able to write and 
understand the Dutch language 2) severe and active auto- 

mutilation, 3) active psychosis, 4) severe depression, 5) active 
suicidal ideation, and 6) acute somatic complications. Patients 
followed outpatient treatment with sessions once or twice 
a week with a psychologist or a clinician with lived experience 
of ED [33,34]. A combination of the following treatment mod-
ules was provided: insight-giving therapy, cognitive behavioral 
change, emotion regulation, and food/weight management. 
Treatment modules frequently involved support from other 
disciplines, such as system therapists, dieticians, or 
pharmacotherapy.

Patients filled in questionnaires every three months as part 
of their treatment and to monitor recovery. Data collected at 
the beginning of treatment (baseline), and during treatment 
(at 3, 6 and 12 months) were used for the purpose of this 
study. The informed consent was based on another study 
[35], approved by the Behavioural, Management and Social 
Sciences Ethics Committee of The University of Twente, in 
which patients could opt for the possibility of having their 
(anonymized) ROM data made available for other scientific 
studies. Patients who signed for this were included in this 
study.

2.3. Variables to predict treatment response

Questionnares Were all self-report, and covered demographic 
information, anamnesis and a wide range of psychometric 
instruments measured at varying timepoints. These were 
EDE-Q [36], The Mental Health Continuum-ShortForm (MHC-SF 
[37]), The Outcome Questionnaire (OQ-45 [38]), The RAND 36- 
ItemHealth Survey (SF-36 [39]), Ryff’s Scales of Psychological 
Well-being(Positieve Geestelijke Gezondheids Schaal; PGGS 
[40]), Forms of Self-Criticism/Attacking and Self-ReassuringScale 
(FSCRS [41]), Rosenberg Self-EsteemScale (RSE [42]) and The 
Personality Inventory for DSM-V (PID-5 [43]) (see Appendix 1 
for a more detailed overview).

2.4. Outcome of interest

Outcome of interest was non-response to treatment one year 
after starting treatment. Based on the 12-month global scale 
of the Eating Disorder Examination Questionnaire (EDE-Q) [36], 
a dichotomized (binary) outcome measure (‘reliably improved’ 
vs. ‘not improved’) was created. The cutoff value for distin-
guishing improved patients from those who did not improve 
was a reliable change score of >-1.41, obtained from 
a representative Dutch randomized controlled trial of ED 
patients [44]. Only patients with a recorded EDE-Q total 
score at 12 months were included in the analysis.

3. Results

3.1. Study population

Between March 2015 and August 2019, 1,089 patients had 
received at least one year of treatment and were therefore 
eligible for inclusion in the model. Of these patients, 131 did 
not have baseline measurements, and therefore could not be 
included in the study. Six patients were excluded for not 
meeting the diagnostic criteria of qualifying for a DSM-V ED. 
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A further 227 patients were excluded for not having con-
sented to research participation. Of the 719 still eligible 
patients, n = 593 had a complete Global EDE-Q score collected 
after the 12-months and were included in the study. As we 
could not know with any certainty why any patient did not 
have data collected at 12 months (and therefore was 
excluded), we did not pursue any comparison of characteris-
tics between included or excluded patients. As can be seen in 
Table 1, most of the included participants were females who 
had previously received treatment for ED. The majority of 
patients (66.6%) did not meet the requirement for reliable 
change after 12 months and were considered as not having 
responded to treatment. The prevalence of non-reliable 
change (~66.6%) was uniform across the different subsets 
(test set, training set, and anonymized (synthetic) training 
set) of the original data.

3.2. Synthetic data properties

Based on visual inspection, variable means and their distribu-
tions were found to be comparable in the two sets of training 
data, suggesting that the general utility of the anonymized 
(synthetic) data was good (see Appendix 4 for an overview 
comparing variable distribution of actual vs synthetic data). 
Moreover, zero replications of unique data combinations were 
identified.

3.3. Model performance

Results from cross-validation on the training data suggested 
that baseline models produced only marginal predictive gain 
relative to prevalence. All baseline models were therefore 
abandoned and not validated on the test set. Of the models 

that were validated on the test-set (Table 2), models trained 
on actual data performed better than models trained on syn-
thetic data. Of these models, the RF models performed slightly 
better than the lasso models. As seen by comparing the 
models highlighted in boldface, the best six-month model 
outperformed the best three-month model by an additional 
reduction in error rate of 2.6% and was overall the best 
performing model. The EDE-Q global scale from baseline to 
three months seemed to be the most important variable (see 
Appendix 2 and 3 for model outputs on lasso and RF).

4. Discussion

By applying ML methodology to clinical data, we were able to 
build and validate a model that improved substantially on 
chance prediction and could aid in more accurately predicting 
treatment response in patients with ED. In combination with 
clinical expert knowledge, such predictions could inform the 
development of personalized treatment plans and optimize 
treatment trajectories. Moreover, we have provided 
a showcase for how clinicians, with access to clinical data, 
could pursue similar efforts – without compromising privacy. 
Using routinely collected patient-reported data from baseline 
and three months after entering treatment, we were able to 
build a precise (PPV = 77%) and sensitive (sensitivity = 88%) 
model that performed over 31% better than chance in pre-
dicting which ED patients would be non-responsive to treat-
ment after 12 months. While it was possible to improve 
predictive ability even further by including data collected at 
six months, this relatively small increase must be weighed 
against the advantage of being able to make predictions ear-
lier. With this model, clinicians could already make, after three 
or six months, predictions at the patient level about which 
individuals are at significant risk of their current treatment 
regime not being effective. Such predictions could also inform 
the development of personalized treatment plans.

In general, it is our belief that the prediction modeling 
efforts reported here only scratch the proverbial surface of 
the opportunities offered by ML. First, it is possible that by 
including other sources of data (i.e. open text fields from the 
EDE-Q or daily reports by clinicians), our model might have 
performed even better. In addition, some research has indi-
cated that biological markers, such as immunological differ-
ences, may also play a crucial role underlying mental disorders 
[45]. On the other hand, it should also be noted that complex-
ity does not necessarily generate more accuracy [7,23] and 
that a simpler model also could have been pursued.

Second, our modeling strategy was subject to several 
methodological decisions – based largely on considera-
tions of what was deemed appropriate for the current 

Table 1. Patient characteristics.

Total

Characteristics n (%)

Gender
female 582 (98%)
male 11 (2%)

ED diagnosis (%)
AN 199 (33.7%)
BN 118 (20.0%)
BED 43 (7.3%)
OSFED 230 (39.0%)

Have previously received treatment 428 (72.5%)
No reliable improvement after 12 months 393 (66.6%)

M (SD)
Age 27 (8.9)
Years duration of ED 9.9 (9.1)

ED = Eating Disorder, AN = Anorexia Nervosa, BN = Bulimia Nervosa, BED = Binge 
eating disorder, OSFED = Other specified eating disorder. 

Table 2. Performance of all models on test-set.

Three-month models Six-month models

Model Type Data used to train model PPV Sensitivity Error rate reduction† PPV Sensitivity Error rate reduction†

Lasso Actual .767 0.846 30.7% .764 0.940 29.8%
RF Actual .769 0.880 31.3% .778 0.897 33.9%
Lasso Synthetic .711 0.778 14.0% .675 0.675 3,3%
RF Synthetic .703 0.949 11.6% .710 0.940 13.7%

†Relative to a base error rate of 1 – prevalence. 
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purpose. For instance, our choice of PPV as the primary 
model metric was based on a wish to employ a measure 
of model performance that was both intuitive and clini-
cally meaningful. Other decisions, such as limiting the 
number of modeling techniques to two, and not incorpor-
ating computationally heavy procedures for imputing 
missing values or performing nested cross-validation [30], 
were largely out of practical considerations. For every 
strategic and methodological aspect of the modeling 
effort presented in this paper, we could have chosen 
differently, and consequently, received different results. 
We would encourage readers considering similar projects 
to take this into consideration and to pursue context 
appropriate strategies for assembling and training their 
own ML models.

4.1. Strengths & limitations

The purpose of this article was to provide a roadmap for 
how to apply ML in clinical prediction modeling while also 
conserving privacy. To do this, we have used clinical data 
from a sample of patients with ED to build a model that 
aims to predict lack of treatment response one year into 
the future. The demonstration of synthetic data as a viable 
technology for anonymizing sensitive information is 
a potential strength of this study. The use of synthetic 
data facilitated the sharing of confidential data between 
two groups of researchers, where one had access to clin-
ical data and the other provided technical competence – 
such that we could develop and debug coding scripts 
before applying them to actual data. While the utility of 
synthetic data has previously been established on 
a variety of clinical datasets [25,27], there is, to the best 
of our knowledge, a paucity of evidence in regarding the 
use of synthetic data for the purpose of training psychia-
tric ML models. As such, our efforts here should be con-
sidered exploratory. Although the synthetic data in 
general was found to be highly representative of the 
original data (as evident in the comparison of variable 
distributions and overall performance of synthetic models 
on the test-set), we had made no targeted effort at max-
imizing the utility of the synthetic dataset. Therefore, the 
synthetic data was used solely as a means for anonymiza-
tion and had no influence on our analytic strategy or on 
the reading of results. If future researchers want to be 
more confident in the performance of models built on 
synthetic data and less dependent on validating their 
results on the primary data source, further steps might 
be required in the direction of increasing the utility of 
the synthetic dataset [27].

This model is subject to several important limitations. 
First, the input used for this model was whatever relevant 
data was available to us at the time the prediction was 
made – and not the result of a process guided by pre-
vious research. This greatly limits the opportunities for 
assigning causal associations between variables. In gen-
eral, readers should be mindful that ML models – being 

a data-driven approach where all model features are gov-
erned by algorithmic operations and not the theoretical 
assumptions of the researcher – typically do not allow for 
causal inference [46], which was neither the purpose nor 
within the scope of this study.

Second, as with any clinical tool, this model is only as 
valuable as the extent to which it useful in clinical prac-
tice. Its utility must also be assessed in light of whatever 
action is associated with being correctly identified by the 
model – or the consequence of getting this identification 
wrong. Even with the most precise model presented here, 
about 22% of those identified as not likely to respond to 
treatment will actually respond. However, it should also be 
noted that even perfect knowledge about the future out-
come does not tell us anything about how to change it – 
and that even an infallible model will therefore not neces-
sarily lead to better clinical care [47].

Third, reliable change on the EDE-Q might not be the 
only relevant measure of treatment outcome or meaning-
ful improvement for patients with ED. Other constructs, 
such as psychological well-being [48] might be equally 
important, especially from the patient’s perspective. Thus, 
to equate lack of change in ED symptomology with lack of 
response to treatment might not be entirely accurate, as 
response to treatment is arguably more nuanced than 
what might be captured by the EDE-Q. The lack of uni-
form definitions of clinical outcomes and of response to 
treatment in ED research remains a significant issue 
[49,50], and future prediction model efforts should seek 
to harmonize operationalizations with whatever consensus 
exists in the literature. By focusing solely on change on 
the EDE-Q, it is possible that other (relevant) effects are 
missed. Moreover, it is also likely that our choice of 
a binary rather than a continuous outcome measure failed 
to capture potentially important nuance in patients’ treat-
ment response trajectories.

Fourth, in our analysis we did not explore the oppor-
tunity to increase prediction certainty by changing the 
probability threshold of the model [51]. As with most 
statistical procedures involving a dichotomous outcome, 
our model uses a default classification probability cutoff 
of 0.5. Raising this threshold would likely lead to increased 
precision, albeit with a cost to sensitivity. In clinical terms, 
this means that a clinician who is using our model to 
identify patients at risk of not improving – but who 
would prefer higher certainty, even at the risk of failing 
to detect some cases (false negatives), could attain such 
predictions by making only minor adjustments to the 
code.

Fifth, results presented in this article are mainly for the 
purpose of demonstration and are not intended to gen-
eralize beyond the confines of this research project. 
Importantly, it was also not an objective of this project 
to evaluate the effect or quality of the treatments 
described above. As already noted, the outcome measure 
adopted for this study is subject to limitations such that it 
might not represent an appropriate or generalizable 

6 V. G. SVENDSEN ET AL.



estimate of lack of treatment response. Patient and treat-
ment characteristic are described solely for purpose of 
transparency.

Sixth, it is possible that an inter-diagnostic modeling 
approach, rather than grouping all eating disorders together, 
might have been more appropriate and allowed for more 
precise predictions. While we did not have enough data to 
stratify based on diagnosis, this might be a point of considera-
tion for future research. For example, it could be that 
a prognostic model solely build using patients with anorexia 
results in better predictions for those patients given that the 
underlying observations may be more homogenous.

5. Conclusion

We have presented a pragmatic approach for using ML to 
build a clinically relevant prediction model from clinical data, 
without compromising privacy. Using only routinely collected 
patient-reported data, we were able to build and validate an 
accurate prediction to predict absence of response to treat-
ment after one year. This model allows clinicians to predict 
which ED patients have an elevated risk of the current treat-
ment regime not being effective in an early stage (i.e. three 
months after start of treatment). Predictions made with this 
model could inform treatment decisions and aid clinicians in 
the development of personalized treatment plans. It is our 
hope that the approach presented above can stimulate the 
development of prediction models in clinical settings while 
ensuring patients’ privacy.
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Appendix 1: Psychometric Instruments

Name 
Description Items Baseline

3 
Months

6 
Months

Demographic variables 
Background characteristics

Age, gender, education level, living situation •

Anamnesis 
Disease history

Primary diagnosis, earlier ED diagnosis, age at onset of ED, duration 
ED, previous treatment type, personality disorder, comorbid 
psychiatry, BMI (factorized as healthy/unhealthy*) 
* According to CDC cut-offs 
https://www.cdc.gov/healthyweight/ 
assessing/bmi/adult_bmi/index.html)

•

Self-developed items Regulation of emotion • •

Self-developed Instruments developed for use in clinical practice Motivation, engagement, capacity for self-reflection, hope, capacity 
for problem solving, mental resilience, family functioning, 
meaningful daily activities, therapeutic alliance, evaluation of 
choice of therapeutic method after 3 months, illness insight, 
social desirability

•

The 36-Item Eating Disorder Examination Questionnaire (EDE- 
Q) (Fairburn & Beglin, 1994) 
Measures the severity and range of features of eating disorders

Global Score • • •
Eating Concern • • •

Weight Concern • • •
Shape Concern • • •

Restraint • • •
Behavioural Items 

(Binge eating, vomiting, laxative use, exercise)
• • •

The Mental Health Continuum-Short Form (MHC-SF) (Lamers 
et al., 2012) 
Measures social, psychological, and emotional well-being

Total Score • • •

Psychological, Emotional and Social Wellbeing • • •

The Outcome Questionnaire (OQ-45) (Lambert et al., 1996) 
Measures patient outcome from routine psychological 
treatment

Total Psychopathology Score • • •

Anxiety Somatic Distress, Social Role, Interpersonal Functioning, 
Symptomatic Distress

• • •

Nervousness, Depression, Anger, Feeling Weak, Suicidal Thoughts, 
Irritation, Fatigue, Feeling Worthless

• •

The RAND 36-Item Health Survey (SF-36) 
(Vander Zee et al., 1996) 
A multidimensional measure of general health status

All (9) scales •

Positieve Geestelijke Gezondheids Schaal (PGGS) (Van 
Dierendonck, 2004) 
Measures multiple facets of psychological well-being

All (6) scales •

Forms of Self-Criticism/Attacking and Self-Reassuring Scale 
(FSCRS) (Gilbert et al., 2004) 
Measures reaction patterns to adversity

All (3) scales • •

Rosenberg Self-Esteem Scale (RSE) (Rosenberg, 1965) 
Measures self-esteem

Total Score • •

The Personality Inventory for DSM-V (PID-V) (Krueger et al., 
2012) 
Measures pathological personality trait facets and the five 
higher-order domains of criterion B of the DSM-5 alternative 
model of personality disorders

All (30) scales •
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Appendix 2: Overview of variables included in final lasso model (variables reduced to zero not shown)

(Intercept) 5.411063e-01

Inadequate_Self_1_FSCRS 1.542612e-01

Fatigue1_OQ45.Always −1.103295e-02
Suicidal_Thoughts1_OQ45.Always 5.055107e-02

Suicidal_Thoughts1_OQ45.Sometimes −1.013331e-02
Feeling_Weak1_OQ45.Always 7.294666e-02
Feeling_Weak1_OQ45.Sometimes −5.020752e-02

Feeling_Worthless1_OQ45.Rarely −2.019199e-02
Nervousness1_OQ45.Always −1.653661e-01

Nervousness1_OQ45.Never 1.234571e-01
Depression1_OQ45.Frequently −9.742203e-03

Depression1_OQ45.Sometimes 5.152806e-02
Anger_WorkOrSchool1_OQ45.Always 7.225721e-02
Anger_WorkOrSchool1_OQ45.Sometimes 1.792683e-02

N_Objective_Binges1_EDEQ18×1014.1 −6.694530e-04
Subjective_Binges1_EDEQ19×1015.20 −1.111982e-02

Vomiting1_EDEQ21×1017.Unknown −2.524368e-02
Laxative_Use1_EDEQ23×1019.No 2.978892e-02

Restraint1_EDEQ 8.933232e-02
Shape_Concern1_EDEQ 2.817078e-01
N_Prev_mh_treat.1.1 3.619566e-02

N_Prev_mh_treat.1.2 −6.967344e-02
N_Prev_mh_treat.1.3 −5.110160e-02

Duration_ED.1 −1.421482e-01
Personal_GrowthPGGS.1 −2.296848e-01

Social_FunctioningR36.1 5.370137e-03
Physical_RoleFunctioningR36.1 −1.285729e-01

Mental_HealthR36.1 −7.593206e-02
General_HealthR36.1 −7.681904e-02
AttentionseekPID5.1 −6.893865e-02

DepressivityPID5.1 −1.361861e-01
ImpulsivityPID5.1 −2.823948e-02

IntimityAvPID5.1 −7.239059e-02
PerceptDysregPID5.1 1.500116e-01

SubmissivenessPID5.1 −1.206813e-01
SuspiciousnessPID5.1 7.641579e-02
Gender.1.Famale −3.306078e-02

Gender.1.Male 4.321643e-14
Edu_level.1.Unknown 1.307143e-01

Edu_level_sp.1.Hig_3rd −1.241573e-01
Edu_level_sp.1.Sec_1st_H −1.646539e-01

Edu_level_sp.1.Sec_1st_M −1.338520e-01
Edu_level_sp.1.Sec_2nd_L −1.015152e-01
Edu_level_sp.1.Sec_2nd_M 6.593350e-02

Living_sit.1.Children.No.Partner −3.711511e-02
Living_sit.1.Mental.health.institution 1.587465e-03

Living_sit.1.No.children.Partner 2.259141e-01
Living_sit.1.Unknown −2.007560e-02

physical_prob.1.No 2.131590e-01
Weight_anxiety.1.Unknown 1.507781e-01

Weight_anxiety.1.Yes −1.025173e-13
Earlier_ED_diagnosis.1.Yes 6.273201e-02
Reassured_Self_2_FSCRS 3.303012e-01

Hated_Self_2_FSCRS −8.108811e-02
Self_Esteem_2_RosenbergTot −3.005930e-02

SocialWellbeing2_MHCSF −7.227510e-03
Fatigue2_OQ45.Unknown 2.166253e-02

(Continued )
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Appendix 3: Most important variables in final random forest model

(Continued). 

(Intercept) 5.411063e-01

Irritation2_OQ45.Never −5.874316e-03
Suicidal_Thoughts2_OQ45.Rarely 1.664509e-02

Suicidal_Thoughts2_OQ45.Sometimes −1.850063e-02
Suicidal_Thoughts2_OQ45.Unknown 7.470395e-04

Feeling_Weak2_OQ45.Always −1.286647e-01
Feeling_Weak2_OQ45.Never 6.846640e-02

Feeling_Weak2_OQ45.Rarely −2.680482e-01
Feeling_Weak2_OQ45.Unknown 3.218958e-05
Feeling_Worthless2_OQ45.Always −1.214328e-01

Feeling_Worthless2_OQ45.Never −2.942820e-01
Feeling_Worthless2_OQ45.Rarely 2.231465e-01

Feeling_Worthless2_OQ45.Sometimes −4.327187e-02
Nervousness2_OQ45.Always −3.180732e-03

Depression2_OQ45.Always −9.364883e-02
Anger_WorkOrSchool2_OQ45.Never −5.305011e-03
Interpersonal_Functioning2_OQ45 −1.508011e-02

Social_Role2_OQ45 −2.158416e-01
Subjective_Binges2_EDEQ19×1015.5 −2.622176e-02

Subjective_Binges2_EDEQ19×1015.No −1.968185e-01
N_Vomiting2_EDEQ22×1018.2 −3.357886e-02

Laxative_Use2_EDEQ23×1019.Yes −9.237342e-02
Shape_Concern2_EDEQ −6.776423e-02
Global2_EDEQ −8.350392e-01
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